
The identity of each cell in a multicellular organism is 
determined by the unique gene-expression patterns of 
that cell type. This identity must be remembered and 
passed on to daughter cells by epigenetic mechanisms, 
which are heritable changes that do not involve changes 
in DNA sequence. ‘Epigenetics’ has been defined in the 
scientific literature in several ways, and some disagree-
ment persists as to which phenomena are truly epigenetic 
(for recent discussions see REFS 1–4). For our purposes, 
we will define an epigenome as the combination of all 
chromatin modifications in any given cell type, includ-
ing DNA methylation and post-translational histone 
modifications. Accordingly, complex organisms such 
as humans do not have a single epigenome, but instead 
have multiple epigenomes depending on the tissue type 
and developmental stage.

The combination of chromatin immunoprecipitation 
(ChIP)5 and DNA microarrays, a technique that is 
known as genome-wide location analysis or ChIP–chip, 
marked the beginning of an era of rapid progress in high-
throughput studies, with studies of chromatin modifi-
cations being no exception. Although ChIP–chip was 
first used to map DNA-binding proteins on a genome-
wide scale6,7, it did not take long before it was applied 
to map other phenomena globally, such as histone  
modifications8–10 and nucleosome distribution11–13.

In the past few years, various sequencing-based 
protocols have been developed to analyse ChIP sam-
ples. Most of them combine ChIP with serial analysis 
of gene expression (SAGE), including the serial analysis 
of chromatin occupancy (SACO)14, the genome-wide 
mapping technique (GMAT)15 and ChIP combined with 

paired-end ditag sequencing (ChIP–PET)16. The recent 
combination of ChIP with massively parallel sequencing 
(ChIP–Seq)17–20 allows researchers to survey more of the 
genome in less time and promises to unveil new aspects 
of biology in the coming years.

Application of these techniques has led to great 
advances in our understanding of how epigenetic 
phenomena are regulated and how they affect gene 
expression. Here we focus on the technical aspects of 
genome-scale approaches to study epigenomes (for 
recent reviews on epigenetics and epigenomics see 
REFS 3,4,21,22). Although these techniques are equally 
applicable to the analysis of DNA- and chromatin-binding  
proteins, including chromatin-modifying enzymes 
and non-histone structural proteins that can directly 
or indirectly affect epigenomic structure, we mainly 
review their application to profiling DNA methyl
ation, histone modifications, nucleosome positioning 
and chromatin accessibility, and summarize the most 
interesting results that have been obtained with each 
technique.

DNA methylation
In mammals, DNA methylation is confined to the addi-
tion of a methyl group to the cytosine in a CpG dinucleo
tide. This covalent modification is known to have an 
essential role in genome function, with involvement in 
processes such as gene regulation, chromosomal stability 
and parental imprinting23. GC‑rich regions within mam-
malian genomes, which are known as CpG islands24,25, 
are resistant to methylation and are associated with most 
human genes26,27. De novo methylation of promoters 
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Chromatin 
immunoprecipitation
A technique to isolate 
individual chromatin 
fragments using an antibody 
that is specific to a feature of 
the chromatin fragments (for 
example, a DNA-binding 
protein, a particular histone 
modification, or DNA 
methylation).

ChIP–chip
The combination of ChIP 
experiments with DNA 
microarrays to profile protein 
targeting or chromatin 
modifications over large 
genomic regions.
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Abstract | Over two metres of DNA is packaged into each nucleus in the human body  
in a manner that still allows for gene regulation. This remarkable feat is accomplished by 
the wrapping of DNA around histone proteins in repeating units of nucleosomes to  
form a structure known as chromatin. This chromatin structure is subject to various 
modifications that have profound influences on gene expression. Recently developed 
techniques to study chromatin modifications at a genome-wide scale are now allowing 
researchers to probe the complex components that make up epigenomes. Here we review 
genome-wide approaches to studying epigenomic structure and the exciting findings 
that have been obtained using these technologies.
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Serial analysis of gene 
expression
A sequence-based quantitative 
technique that is used to 
determine mRNA levels. cDNA 
is generated from an mRNA 
sample, digested with a four-
base cutter and ligated to an 
adaptor containing a class II 
restriction enzyme that 
releases a 14 to 21 bp 
fragment. The short fragments 
are concatenated together, 
cloned into a sequencing 
vector and sequenced.

ChIP–Seq
The combination of ChIP 
experiments with high-
throughput sequencing to 
quantitatively analyse protein 
targeting or chromatin 
modifications across the  
entire genome.

that contain CpG islands leads to gene inactivation23. 
DNA methylation of transcription-factor-binding sites 
can influence their binding28–30, and aberrant DNA 
methylation is a well-established marker of cancer (see  
REFS 22, 31–34 for reviews).

Genome-scale approaches to studying DNA methyla-
tion. Studies of DNA methylation on a genomic scale 
primarily rely on local techniques combined with global 
approaches such as DNA microarrays or high-throughput  
sequencing. The most important local techniques 
include genomic mapping of cleavage sites by restric-
tion enzymes that differentiate between methylated 
and unmethylated CpG DNA sequences, sequencing 
of DNA after treatment with sodium bisulphite, which 
converts all unmethylated cytosines to uracils, affinity 
purification with methylcytosine DNA-binding domain 
(MBD) proteins, and immunoprecipitation of DNA with 
an antibody that recognizes 5‑methyl cytosine (known 
as MeDIP, mDIP or mCIP).

Restriction enzymes were first used to study DNA 
methylation by Bird and Southern35, and many studies 
in the following years adopted this technique36–38. In one 

application of this approach, researchers use a restriction 
enzyme that only recognizes a specific ummethylated 
DNA sequence to identify a particular region as being 
unmethylated (cleaved) or methylated (uncleaved) 
(FIG. 1a). Other restriction enzymes, such as McrBC, 
specifically recognize methylated DNA sequence. The 
main advantage of such an approach is that it easily 
allows profiling of large genomic regions through the 
identification of cleavage sites. One disadvantage is that 
it is limited to studying DNA methylation that occurs 
within restriction enzyme sites. Restriction enzymes 
have been combined with microarrays to profile DNA 
methylation at a genome-wide level using CpG island 
microarrays39,40. More recently, restriction enzymes have 
been combined with direct sequencing to determine  
global methylation patterns in human brain DNA41.

Treating DNA with bisulphite converts all cyto-
sine residues to uracil but leaves 5‑methylcytosines 
unchanged (FIG. 1b). The utility of this selective conver-
sion for studying DNA methylation was first recognized 
by Frommer and colleagues42 who treated DNA with 
bisulphite, amplified the DNA with PCR and sequenced 
the products. Although this technique is highly accurate,  
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Figure 1 | Genome-wide methods for studying DNA methylation. a | Restriction enzyme. DNA methylation can  
be identified using restriction enzymes that differentially recognize methylated and unmethylated cytosine bases. 
The recognition site for HpaII (CCGG) is shown as an example. Other restriction enzymes (and recognition sites) 
include AciI (CCGC and GCGG), BstUI (CGCG), HhaI (GCGC) and TaiI (ACGT). b | Bisulphite treatment. The treatment 
of DNA with bilsulphite changes all unmethylated cytosines to uracils, leaving methylated cytosines unchanged.  
c | Immunoprecipitation of methylated DNA (mCIP). DNA is first sonicated and an antibody that is specific to 
methylated cytosines is used to pull down methylated regions. Any of these methods can be combined with either 
hybridization to DNA microarrays or direct sequencing to study DNA methylation on a genomic scale.
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Tiling microarrays
DNA microarrays with densely 
spaced or overlapping probes 
that allow for high-resolution 
genomic mapping.

until recently it has proved difficult to apply to large 
genomic regions because examining bisulphite-treated 
DNA is labour-intensive. Various techniques have been 
introduced to increase the throughput of bisulphite 
experiments, combining bisulphite treatment with  
methylation-specific PCR that uses primers that are spe-
cific for methylated DNA43,44. Although these methods 
test only one CpG at a time, they can easily monitor mul-
tiple samples simultaneously. Additionally, Meissner and 
colleagues have developed an approach termed reduced 
representation bisulphite sequencing (RRBS) for large-
scale analysis of bisulphite-treated DNA. In this method, 
restriction fragments of between 500bp and 600bp from 
BglII cleavage of genomic DNA are ligated to an adaptor 
and treated with sodium bisulphite. Following dena-
turation, the two strands are PCR-amplified separately, 
cloned and sequenced45. In principle, this technique can 
be extended to cover the entire genome by using other 
methods of DNA fragmentation.

In recent years, bisulphite treatment has been used in 
combination with microarrays46,47 and high-throughput 
sequencing48 to study DNA methylation at a genome-
wide level. The analysis of bisulphite-treated DNA 
using oligonucleotide arrays utilizes the fact that after 
bisulphite treatment, unmethylated DNA will contain 
uracil in place of cytosine and hybridize poorly to array 
oligonucleotides that contain guanine. Methylated 
DNA, however, will hybridize as usual. A major limita-
tion of this technique is that regions with low levels of 
methylation might not hybridize to the array following 
bisulphite treatment, making interpretation of the results 
difficult49.

Bisulphite treatment has also been combined with 
bead arrays produced by Illumina to profile DNA 
methylation at single-base resolution50. Here, bisulphite- 
treated DNA is assayed with two primers, one that 
hybridizes to cytosine and one that hybridizes to uracil. 
The primers are labelled with different fluorescent dyes 
and used in a PCR reaction with methylation-insensitive  
primers. The ratio of the PCR products can then be 
determined with the bead array. Although this approach 
leads to less coverage than other array-based techniques, 
almost single-base resolution can be obtained and many 
samples can be processed in parallel.

Sequencing of PCR-amplified products of bisulphite-
treated DNA to profile DNA methylation at the human 
major histocompatibility complex was recently used 
in a pilot study by the Human Epigenome Project51. 
Ultimately, this consortium-led project has the ambi-
tious goal of mapping DNA methylation throughout the 
human genome in all major tissues. The pilot project 
was scaled up to profile DNA methylation across human 
chromosomes 6, 20 and 22 in 12 healthy tissues, covering 
22% of the CpGs on these chromosomes52. These stud-
ies found that DNA methylation is essentially bimodal, 
with the majority of regions that were profiled exhibiting 
either hypo- or hypermethylation.

In the past few years, several groups have com-
bined immunoprecipitation of methylated DNA with 
microarrays to study DNA methylation at a genomic 
scale in human cells53,54 (FIG. 1c). These studies, called 

MeDIP, mDIP or mCIP, use an antibody that recog-
nizes 5‑methylcytosine to enrich methylated DNA by 
immunoprecipitation. Recently, mCIP has been com-
bined with tiling microarrays to provide a DNA methyl
ation map of the Arabidopsis thaliana genome55,56, and 
with high-density promoter arrays to map the human 
promoter methylome57,58. To confirm their mCIP–chip 
results, Zhang and colleagues also isolated methylated 
DNA using the MBD from human methyl CpG-binding 
protein 2 (MECP2) and hybridized these to the same 
tiling arrays that were used for mCIP–chip. The mCIP 
method recovered ~95% of the regions that had been 
detected with MBD–chip as well as ~20% more regions. 
They reasoned that the difference is probably due to 
MBD binding requiring a high density of methylcyto-
sine in CpG dinucleotides and the fact that not all of the 
eluted fractions from the MBD column were hybridized 
to arrays55. Both of these two A. thaliana studies found 
that the promoter and the transcribed regions can be 
differentially methylated, and that this is related to the 
expression status55,56.

Bioinformatic studies of DNA methylation. Several 
groups have now begun to use computational methods to 
study the DNA sequence features that determine methyl
ation patterns. Das and colleagues examined the effec-
tiveness of several computational pattern-recognition  
methods to predict the DNA methylation status of DNA 
in human neural tissue59. Using a support vector machine 
(SVM) approach, which is a machine learning technique 
used for classifying data, they were able to achieve 86% 
prediction accuracy. Similar methods that are trained 
on brain tissue methylation data have been shown to 
predict methylation status correctly for about two thirds 
of other tissues60, suggesting that the underlying DNA 
sequence is an important component in determining  
methylation patterns.

Bock and colleagues examined the correlation 
between over 1,000 DNA attributes with methylation 
data from human blood cells. They identified a few 
classes of attributes that correlate most highly with 
methylation, namely DNA sequence patterns, sequence 
repeats and, to a lesser extent, predicted DNA structure. 
They then trained an SVM and predicted CpG island 
methylation status, achieving an accuracy of 90% when 
tested on 12 CpG islands with unknown methylation 
status on human chromosome 21 (Ref. 61). The same 
group went on to develop computational methods to  
identify CpG islands and quantify the strength of each 
identified CpG island by incorporating epigenetic as well 
as DNA sequence information62.

Post-translational histone modifications
Histone proteins are subject to a number of covalent 
modifications, primarily at their N‑terminal tails, 
including methylation, acetylation, phosphorylation, 
ubiquitylation and ADP-ribosylation. Various models 
such as the charge-neutralization model63 and the his-
tone code64,65, as well as a signalling-pathway model66, 
have been proposed to explain the role of histone  
modifications in transcription (see Box 1 for details).

R E V I E W S

nature reviews | genetics	  volume 9 | march 2008 | 181

© 2008 Nature Publishing Group 

 

http://www.illumina.com/
http://www.epigenome.org/
http://ca.expasy.org/uniprot/P51608


Although histone modifications have been studied for 
several decades now, the past few years have witnessed 
a dramatic increase in the amount of information about 
the functions of these covalent histone modifications 
(see Refs 67,68 for recent reviews). Major contributions 
to this knowledge have come from the development of 
genome-wide approaches for studying histone modifica-
tions, and the results that have been obtained using these 
techniques. Most of the existing methods for studying 
histone modifications on a genomic scale combine the 
use of ChIP with high-throughput techniques including 
DNA microarrays and high-throughput sequencing.

Genome-scale approaches to studying histone modifica-
tions. The most prevalent technique used to map histone 
modifications at a genomic scale has been the combina-
tion of ChIP with DNA microarrays (ChIP–chip) (FIG. 2). 
Briefly, chromatin fragments are isolated using antibod-
ies that are specific to a feature of interest and the iso-
lated fragments are amplified to generate micrograms of 
fluorescently labelled DNA; this is followed by hybridiza-
tion to DNA microarrays. The first ChIP–chip studies of 
histone modifications in Saccharomyces cerevisiae8,9 and 
Drosophila melanogaster69 suggested that histone modi-
fications are associated with distinct genomic regions 
and with distinct transcription states. These studies were 
followed by other ChIP–chip studies with higher reso-
lution tiling arrays in yeast70,71 that further reinforced 
the concept of redundancy in histone-modification  
maps. ChIP–chip has also been used to profile histone 
modifications in mammalian genomes72–75.

Another high-throughput technique that combines 
ChIP with SAGE is GMAT15, which is also known as 
ChIP–SAGE (FIG. 3). Here, ChIP is carried out and is 
followed by SAGE. Short sequence tags of 21 bp are 
extracted from the sequencing library and mapped to a 

reference genome. The number of tags that are detected at 
a genomic region directly correlates with the modification 
level of the region. Since there is no probe hybridization 
involved in the process, the results obtained from GMAT 
might be more quantitative than ChIP–chip, though these 
two techniques have not been directly compared.

ChIP–Seq is a recently developed technique for ana-
lysing ChIP DNA using a high-throughput massively 
parallel signature sequencing-like technique developed 
by Solexa (FIG. 4). Briefly, the ChIP DNA is ligated to a pair 
of adaptors and subjected to very limited amplification 
to generate ~200 ng of DNA. It is then bound by hybridi-
zation on a solid surface to covalently bonded oligos that 
are complementary to the adaptor sequences. A short 
sequence (25–50 bp) for each of the 30–60 million DNA 
templates is then determined from its end by ‘sequenc-
ing-by-synthesis’, which is a modified Sanger sequencing 
procedure. The first applications of ChIP–Seq to profile 
histone modifications were done in CD4+ T cells17 and 
mouse embryonic stem (ES) cells20. The number of 
sequenced reads that are mapped to a genomic locus is 
directly proportional to its modification level. Because 
ChIP–Seq requires less PCR amplification and does not 
depend on the efficiency of probe hybridization, in con-
trast to ChIP–chip, it is probably more quantitative and 
the modification levels that are obtained in ChIP–Seq 
experiments at different genomic regions can be directly 
compared. See Box 2 for a comparison of ChIP–chip, 
ChIP–SAGE and ChIP–Seq techniques.

Genomic profiles of histone modifications. Numerous 
genome-wide studies have provided data on the dis-
tribution of histone modifications in various model 
organisms. Studies using yeast indicate that histone H3 
lysine 4 methylation (H3K4me) and histone acetylation 
correlate positively with transcription levels, are highly 
enriched in promoter regions and extend significantly 
into the transcribed regions70,71. These observations 
have been confirmed in higher eukaryotes including fly, 
mouse and humans69,72,76–78. However, recent observa-
tions indicate that H3K4 trimethylation (H3K4me3) 
signals are also detected at many silent promoters77,79,80, 
where they might be involved in priming the chromatin 
for future activation, maintaining a poised activation 
state or serving as a memory of previous transcriptional 
activation77,79,80. As more histone modifications have 
been analysed, it has become clear that many activating 
modifications tend to cluster at key regulatory regions, 
which might reinforce active chromatin states and  
provide potential redundancy in the system.

H3K9 and H3K27, as well as H4K20, have been impli-
cated in heterochromatin formation and transcriptional 
repression81. Large-scale location analyses indeed indicate 
that H3K27me3 seems to be inversely correlated with gene 
activation77,82–84. In contrast to the localized distribution 
pattern of H3K4me3, H3K27me3 tends to spread over 
larger regions. H3K9me3 and H4K20me3 are enriched 
near boundaries of large heterochromatic domains 
and the former is wide-spread in the Giemsa-staining  
Q bands17. However, these two histone marks have also 
been detected at high levels at the 3′ ends of many active 

 Box 1 | Models of the functions of histone modification

There are three popular models that attempt to explain the function of post-
translational histone modifications in gene regulation: the charge-neutralization 
model, the histone-code model and the signalling-pathway model. Below we briefly 
outline the fundamentals of each model.

Charge neutralization
It is known that the specific modifications of histone acetylation and histone 
phosphorylation change the overall charge of the chromatin structure. The 
acetylation of histones neutralizes positive charges on DNA and phosphorylation 
adds a negative charge. According to the charge-neutralization model, these 
modifications can lead to a general decondensation of the chromatin fibre65. Indeed, 
there is evidence that histone acetylation can relax chromatin structure in vitro144.

Histone code
The histone code was originally introduced to explain how multiple histone 
modifications occurring in the same region could control gene regulation. The 
histone-code hypothesis states that multiple histone modifications can function 
combinatorially or sequentially to regulate downstream functions66,67.

Signalling pathway
The signalling-pathway model postulates that histone modifications can serve as 
signalling platforms to facilitate binding of enzymes for their function on 
chromatin68. More general than the histone-code model, this model suggests that 
multiple histone modifications can provide bistability, robustness and specificity 
through feedback loops, redundancy and combination.
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and inactive zinc finger (ZNF) genes17, although the func-
tional significance of this localization remains unclear. 
Somewhat surprisingly, the monomethylations of these 
lysine residues are enriched in active genes, suggesting 
that they might have a role in transcriptional activa-
tion17. Although the seemingly opposite modifications 
H3K4me3 and H3K27me3 are usually located in differ-
ent chromatin domains, they are found to coexist in a 
subset of genomic regions including promoters and other 
regulatory elements. Gene activity seems to correlate with 
both the absolute and relative levels of these two modifi-
cations77. Regions containing both of these modifications 
are termed ‘bivalent domains’ in ES cells and it has been 
suggested that they have crucial roles in ES cell differen-
tiation by providing the potential for both transcriptional 
activation and repression73. Upon ES cell differentiation, 
these bivalent domains can be resolved to contain only 
one type of modification, depending on the expression 
status of the genomic locus in the differentiated cells. 
However, it remains unclear how these domains differ 
between ES cells and terminally differentiated cells. It will 
also be interesting to determine whether there are other 
distinct chromatin features in these regions in addition 
to the shared H3K4me3 and H3K27me3 marks. Recent 
evidence suggests that H2A ubiquitylation is involved 
in the poising of RNA polymerase II (Pol II) at bivalent 
domains in mouse ES cells85.

A picture is now emerging in which distinct genomic 
regions such as enhancers, promoters and gene bod-
ies have distinct histone-modification patterns17,75,86. 
Functional enhancer elements have been successfully 
identified using genome-wide distribution patterns of his-
tone acetylation77,87. On the basis of the analysis of histone 
modifications and histone-modifying-enzyme binding 
sites across a 30 Mb region of the human genome in HeLa 
cells, Heintzman and colleagues successfully predicted 
an unknown functional enhancer using the characteris-
tic patterns of histone modifications that they identified. 
This work identified high levels of H3K4me1 and very 
low levels of H3K4me3 as a signature of enhancers75. 
However, whereas high levels of H3K4me1 and low levels 
of H3K4me3 are detected at some enhancers in human 
CD4+ T cells, high levels of H3K4me3 have been found 
at many other enhancers, including the distal enhancer of 
the interferon‑γ gene17. The differences between these two 
studies might derive from the following: first, the former 
was based on the analysis of only 1% of the genome and 
therefore examined only a subset of potential enhancers, 
whereas the latter examined the whole genome; second, 
the different platforms that were used in these two stud-
ies might also have contributed to the variations; and 
third, it is difficult to exclude the possibility that some 
of these H3K4me1- or H3K4me3-associated regions 
might represent less active promoters or unknown pro-
moters for non-coding RNA (ncRNA) genes. However, 
it seems that none of these modifications are associated 
with all enhancers, as each of the modifications, includ-
ing H3K4me1, H3K4me2, H3K4me3 and H3K9me1, 
as well as the H2A.Z histone variant, are detected at 
only 20–40% of all potential enhancers17. Multiple pat-
terns of histone modifications could be associated with 

enhancer elements. Although enhancers and promoters 
have many of the same histone modifications, active 
promoters are followed by high levels of H2BK5me1, 
H3K9me1, H3K27me1, H4K20me1 and H3K36me3 in 
their transcribed regions17. These modification patterns 
have been used to identify novel transcription units and 
determine functional transcription start sites17,20. It has 
become apparent that histone modification patterns can 
be a useful tool to achieve a more precise annotation of 
the human and other genomes.

DNA purification and  
amplification 

Hybridization to DNA 
microarray

Mapping probes to genome 

Genomic coordinates 
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Immunoprecipitation

Figure 2 | Chromatin immunoprecipitation combined 
with DNA microarrays (ChIP–chip). The ChIP–chip 
method can be used to study many of the epigenomic 
phenomena discussed in this Review. The example 
presented here shows how ChIP–chip can be used to 
study histone modifications. Modified chromatin is  
first purified by immunoprecipitating crosslinked 
chromatin using an antibody that is specific to a 
particular histone modification (shown in green). DNA  
is then amplified to obtain sufficient DNA. The colour-
labelled ChIP DNA, together with the control DNA 
prepared from input chromatin and labelled with a 
different colour, is hybridized to a DNA microarray. The 
microarray probes can then be mapped to the genome 
to yield genomic coordinates.
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The distinct epigenetic modification patterns that are 
associated with functional regulatory elements suggest 
that histone modifications can be determined by the 
underlying DNA sequences. Indeed, CpG islands are 
associated with high levels of histone acetylation and 
H3K4me3 in human T cells77,78. Virtually all CpG-rich 
promoters are associated with H3K4me3 in ES cells, 
whereas only a small fraction of CpG-poor promoters 
are associated with this modification20. Some groups 
have begun to look at the evolutionary conservation 
of histone modifications. Bernstein and colleagues 
have found that lysine methylation on histone H3 
was conserved at orthologous human and mouse loci, 
although the underlying DNA sequence was not strongly  

conserved. From this they concluded that if DNA 
sequence elements are controlling histone methylation, 
they must be small or located far from the affected his-
tones72. Work in our laboratory has shown that clusters 
of acetylation signals, called acetylation islands, are 
candidate enhancer elements and that these islands can 
still function as enhancers even if the underlying DNA 
sequence is not strongly conserved87. It is important to 
point out that we do not know the basis for this observed 
histone-modification conservation, although further 
analysis of potential transcription-factor binding sites 
might shed light on this matter.

The histone-code hypothesis suggests that multi-
ple histone modifications function in a combinatorial 
fashion to specify distinct chromatin states66,67, allowing 
a large number of potential post-translational histone 
modifications to generate a unique chromatin structure 
for each gene that is compatible with the specific expres-
sion of that gene. Although it is not clear whether there 
are gene-specific patterns of histone modifications in the 
genome, the complete dictionary of histone-modification  
patterns at all genomic sites will help to answer this 
question. With the ability of the ChIP–Seq technique 
to probe histone-modification patterns across entire 
genomes in a time-efficient manner, we are now ready 
to address whether there are combinatorial patterns 
of histone modifications in the genome that serve to  
regulate gene transcription.

Histone variants. The deposition of histone variants such 
as H2A.Z or H3.3 into nucleosomes constitutes another 
type of chromatin modification. Htz1 (the H2A.Z ortho-
logue in budding yeast) marks the boundaries of hetero-
chromatic regions88. Genome-wide ChIP–chip studies 
in yeast have indicated that Htz1 might be located at the 
promoters of most genes89, although there is evidence 
that they are preferentially present at the promoters of 
genes that are poised for transcription activation90–92 
(reviewed in Ref. 93). ChIP–Seq studies in humans have 
indicated that H2A.Z is localized to enhancers and pro-
moters, with a positive correlation between occupancy 
and transcriptional activity at promoters17.

Recent high-resolution tiling microarray experiments 
have indicated that H3.3 marks the boundaries of regula-
tory regions in the D. melanogaster genome94,95. It has 
been suggested that H2A.Z might function to increase 
nucleosome mobility by destabilizing nucleosome struc-
ture96. Interestingly, nucleosomes containing both H3.3 
and H2A.Z are even less stable than those containing 
H3.3 or H2A.Z alone, suggesting that deposition of 
histone variants into a nucleosome functions to create 
hierarchical nucleosomal stability97.

Cautions in interpreting ChIP experiments for his-
tone modifications. Each of the methods discussed 
above relies on ChIP experiments to examine specific 
modifications, but several points need to be kept in 
mind when interpreting ChIP results. First, the results 
absolutely rely on the specificity of the antibodies used 
in the experiments. As the community is putting more 
and more effort into generating and characterizing 
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histone modification (shown in green), and proceeds as follows. First, crosslinks are 
reversed, a biotinylated universal linker (UL) is ligated to DNA ends and DNA is bound 
to streptavidin beads. Then NlaIII, which recognizes CATG, is used to digest DNA and 
a linker containing the recognition sequence of MmeI is ligated to the cleaved DNA 
ends. MmeI digestion produces 21–22 bp sequence tags from the immunoprecipitated 
fragments; the sequence tags are concatenated, cloned into a sequencing vector and 
sequenced. About 20 to 30 short sequence tags of 21 bp can be generated from each 
sequencing reaction. The sequence tags can then be mapped to the genome to 
identify modified regions.

R E V I E W S

184 | march 2008 | volume 9	  www.nature.com/reviews/genetics

© 2008 Nature Publishing Group 

 



various modification antibodies, we now have a better 
resource of more reliable antibodies than a few years 
ago. However, caution must be exercised when working 
with a less well-characterized antibody. Second, different 
methods for chromatin preparation can lead to differ-
ent results. For example, the use of either sonication or 
micrococcal nuclease (MNase) digestion to fragment the 
chromatin and whether or not to stabilize the chromatin 
by crosslinking are both issues that have to be carefully 
considered for specific applications. Sonication generates 
longer chromatin fragments and therefore can result in 
lower resolution, whereas MNase gives higher resolution 
but might introduce bias by selective digestion of active 
chromatin if not well controlled. Finally, because ChIP 
requires a population of hundreds of thousands or even 
millions of cells, any results that are obtained are just 
an average snap-shot of the modification status, which 
could contain contributions from very heterogeneous 
modification states of different cells.

Nucleosome positioning
The positioning of nucleosomes with respect to DNA 
can directly influence gene regulation98,99. In recent years, 
several genome-wide maps of nucleosome positions in 
yeast100,101, worm102 and across all human promoters13 
have emerged. Most of these studies have taken advan-
tage of the preferential cleavage of linker DNA over 
nucleosomal DNA by MNase. The mononucleosome-
sized DNA that is isolated from MNase-digestion is 
analysed by either tiling microarrays containing overlap-
ping probes13,100,101 or high-throughput sequencing102,103. 
ChIP–Seq data for certain histone modifications can also 
be used to map nucleosomes in certain regions of the 
genome (for a discussion see Refs 104,105)

Genomic profiles of nucleosome positions. The first 
large-scale mapping of nucleosome positioning was 
performed by Yuan and colleagues, who used a tiling 
array with 50 bp probes tiled every 20 bp, covering most 
of chromosome 3 of the S. cerevisiae genome100. They 
found that Pol II promoters had a 200 bp nucleosome-
free region upstream of the transcription start site that 
is flanked on either side by well positioned nucleosomes, 
and intergenic DNA was relatively depleted of nucleo-
somes compared to coding regions. A large-scale study 
of nucleosome positioning across 3,692 human promot-
ers suggests that regions upstream of actively transcribed 
genes are depleted of nucleosomes13, which is in contrast 
with the results that were obtained from a ChIP–chip 
analysis using anti-histone H3 antibody72. The same 
study of nucleosomes in human promoters also deter-
mined that genes with similar expression patterns have 
similar profiles of nucleosomes at their promoters, and 
a similar result has been reported in yeast101.

The positioning of nucleosomes is usually described 
in terms of translational settings, referring to the place-
ment of nucleosomes with respect to the genome, and 
rotational settings, referring to the orientation of DNA 
in relation to the histone octamer106. Several studies 
have suggested that the orientation of nucleosomes 
with respect to the DNA sequence might be contingent 
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End repair, adaptor ligation

Cluster generation

Sequence and map reads to
reference genome

Nature Reviews | Genetics

Genomic coordinates

Figure 4 | Chromatin immunoprecipitation combined 
with high-throughput sequencing techniques (ChIP–
Seq). One of the most exciting recent advances in 
technologies for studying epigenetic phenomena at a 
genomic scale relies on the combination of ChIP 
experiments with high-throughput sequencing. The 
procedure that is outlined here is specific to the Illumina 
Genome Analyzer using Solexa technology, although 
other high-throughput sequencing techniques would  
also work in principle. The first step is the purification of 
modified chromatin by immunoprecipitation using an 
antibody that is specific to a particular histone 
modification (shown in green). The ChIP DNA ends are 
repaired and ligated to a pair of adaptors, followed by 
limited PCR amplification. The DNA molecules are bound to 
the surface of a flow cell that contains covalently bound 
oligonucleotides that recognize the adaptor sequences. 
Clusters of individual DNA molecules are generated by 
solid-phase PCR and sequencing by synthesis is 
performed. The resulting sequence reads are mapped to a 
reference genome to obtain genomic coordinates that 
correspond to the immunoprecipitated fragments.
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on the underlying DNA sequence, with nucleosomes 
adopting a position that is energetically favourable106,107. 
Albert and colleagues recently combined ChIP experi-
ments with pyrosequencing to obtain a genome-wide 
profile of all H2A.Z nucleosomes in the yeast genome, 
providing precise genomic positions for more than 8,000 
nucleosomes. Analysis of the underlying DNA sequence 
revealed that H2A.Z nucleosomes have a rotational set-
ting with respect to DNA that is similar to what has been 
found with in vitro studies103. More recent work in yeast 
has shed further light on the features of DNA sequence 
that are responsible for nucleosome positioning, as  
discussed in the next section.

Bioinformatic studies of nucleosome positioning. With 
genome-wide maps of nucleosome positions available 
for a variety of species, researchers now have a large 
set of experimentally verified nucleosome locations 
that allow them to investigate the factors that influence 
positioning. Some studies have reinforced the idea that 
nucleosome positions can be predicted by the DNA 
sequence alone, with nucleosomes adopting favourable 
positions with respect to DNA sequence in the majority 
of cases107,108. However, more recent studies conducted 
on more extensive data sets have argued that although 
a fraction of nucleosomes might be positioned in a way 
that is determined by the underlying DNA sequence, 
most are not109. The role of other sequence features in 
determining nucleosome level has recently been inves-
tigated in yeast using data from higher-resolution tiling 

arrays101. Strikingly, DNA structural features such as the 
tip, tilt and propeller-twist were strongly indicative of 
nucleosome occupancy101. This study also suggested 
that the AA/TT/TA dinucleotide repeat pattern does 
not have as strong a role in determining genome-wide 
nucleosome occupancy as previously thought. They 
point out that nucleosome exclusion signals might have 
a larger role in regulating the translational positioning 
of nucleosomes while DNA sequence patterns such as 
the AA/TT/TA dinucleotide repeat might have a role  
in the rotational placement of nucleosomes101.

Chromatin accessibility
The cell-type-specific transcription programme is con-
trolled by the availability of a set of transcription factors 
and the accessibility of their target sites in the chromatin. 
Target-site accessibility is modulated by multiple factors, 
including DNA methylation and histone modifications. 
Therefore, the measurement of chromatin accessibility 
provides a different angle for examining epigenomic 
organization in a particular cell type. Various reagents, 
including deoxyribonuclease (DNase), MNase, restric-
tion enzymes and chemicals, can be used to probe 
chromatin structure, and each of them has been used 
for particular applications. For example, restriction 
enzyme cleavage can reveal information on the ‘open-
ness’ or accessibility of a specific sequence that includes 
the restriction enzyme target site. By contrast, MNase 
digestion is often used to define nucleosome boundaries, 
although it has also been used to probe the accessibility 
of large chromatin regions. Gilbert and colleagues devel-
oped a method to profile chromatin accessibility states 
by first separating MNase-digested ‘open’ and ’closed’ 
chromatin by sucrose sedimentation, and then hybrid-
izing the DNA to metaphase chromosomes and DNA 
microarrays110. They found that whereas open chromatin 
regions are often correlated with gene-dense regions and 
are cytologically decondensed, closed chromatin can 
exist in both heterochromatic C‑bands and euchromatic 
G‑bands. Interestingly, they also found that active genes 
can exist within closed chromatin domains.

DNase I cleavage patterns can define either general 
accessibility or hypersensitivity. The former reflects the 
condensation/decondensation status of a large chro-
matin region, whereas the latter is usually linked to the 
presence of functional enhancer elements or chromatin 
boundary elements111. For example, Weil and colleagues 
recently measured the condensation state of chromatin 
by analysing length-selected chromatin fragments  
generated from DNase I digestion112.

Identification of DNase I hypersensitive sites using 
high-throughput techniques allows genome-wide 
identification of potential transcriptional and chroma-
tin regulatory regions such as promoters, enhancers 
and insulators113,114. A recent analysis of genome-wide 
DNase I hypersensitive sites in six cell lines indicates 
that 22% of them are present in all the examined cell 
types and that these hypersensitive sites usually corre-
spond to promoters or insulators. However, most of the 
DNase I hypersensitive sites are cell-type specific and 
these are often enhancer elements115. DNase I HS sites 

 Box 2 | Comparison of ChIP–chip, ChIP–SAGE and ChIP–Seq

Resolution
The resolution of ChIP–Seq depends on the size of the chromatin fragments that are 
used for ChIP (chromatin immunoprecipitation), as well as the depth of sequencing. 
Using mononucleosomes generated by micrococcal nuclease digestion, the histone 
modification signals that are detected by ChIP–Seq can be assigned to individual 
nucleosomes in the genome. The resolution of ChIP–chip depends on both the size 
of the chromatin fragments that are used for ChIP and the probes on the array. The 
resolution of ChIP-SAGE (serial analysis of gene expression) depends on how 
frequently restriction enzyme sites occur in the DNA that has been subject to ChIP.

Quantification
For ChIP–chip, the quantification depends on the hybridization efficiency of the 
ChIP DNA molecules to the probes on the array, which can vary dramatically 
depending on the sequence. No hybridization is required for ChIP–Seq and the ChIP 
DNA is minimally amplified to generate clusters of molecules that are directly 
counted by the sequencing procedure. Similar to ChIP–Seq, no hybridization is 
required for ChIP–SAGE. Much less PCR amplification of the ChIP DNA is required 
for ChIP–Seq than for ChIP–chip; therefore, ChIP–Seq and ChIP–SAGE are probably 
more quantitative that ChIP–chip.

Cost
To achieve nucleosome resolution in mammalian genomes, ChIP–Seq is less 
expensive than ChIP–chip given the current cost of whole-genome tiling arrays. 
ChIP–chip might be more cost-effective for profiling of subgenomic regions. ChIP–
SAGE is also more expensive than ChIP–Seq because it uses the more expensive 
traditional sequencing methods.

Options
ChIP–Seq does not require pre-selection of genomic regions whereas ChIP–chip can 
only analyse the portion of the genome on a microarray. Although ChIP–SAGE can 
be used to study entire genomes, it is limited to regions that have recognition sites 
for the restriction enzyme that is used to cleave the ChIP DNA.
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Fluorescence in situ 
hybridization
A technique that involves the 
fluorescent labelling of single-
stranded DNA probes that 
then target specific regions of 
chromosomes and allow for the 
visualization of these regions 
within the cell.

3C
Chromosome conformation 
capture. A technique that is 
used to study the long-distance 
interactions between genomic 
regions, which in turn can be 
used to study the three-
dimensional architecture of 
chromosomes within a cell 
nucleus.

4C
Either chromosome 
conformation capture-on-chip 
or circular chromosome 
conformation capture.  
These techniques allow the 
profiling of many interactions 
throughout a genome with  
a specific locus.

5C
Chromosome conformation 
capture carbon copy. A high-
throughput extension of 3C 
that pairs the 3C technology 
with DNA microarrays or high-
throughput sequencing. This 
technique allows the profiling 
of many chromatin interactions 
in parallel.

are also associated with various histone modifications 
such as mono‑, di- and trimethylation of H3K4 and  
monomethylation of H3K9 (Refs 17,115).

Another approach that has been introduced to pro-
file nucleosome occupancy across the genome is the 
formaldehyde-assisted isolation of regulatory elements 
(FAIRE) approach116. In this approach, chromatin is first 
crosslinked by formaldehyde in vivo, and then sonicated 
and subjected to phenol-chloroform extraction. The 
DNA that is recovered in the aqueous phase can then be 
fluorescently labelled and hybridized to a microarray for 
genome-wide profiling of nucleosome occupancy. This 
approach was successfully used to profile nucleosome 
occupancy of yeast genes during the cell cycle117 and 
was recently applied to human cells to identify possible 
regulatory regions such as DNase I hypersensitive sites 
and active promoters118.

Analysing genome-wide data sets
One of the most crucial problems to consider when carry-
ing out genome-wide experiments is how meaningful bio-
logical phenomena will be extracted from large data sets. 
Here, we briefly discuss some of the analysis techniques 
that have been applied to the genome-wide approaches 
summarized above. The common challenge for each of 
these techniques is to find peaks of signals that corre-
spond to particular regions of the genome and determine 
at which threshold statistical significance exists.

A brief introduction to the analysis of tiling micro
array experiments, containing a comparison of some of 
the best algorithms for peak finding as applied to each 
commercial source of tiling arrays, has recently been 
published119. Two of the most useful software packages 
available are TileMap120 and the Model-based analysis 
of Tiling-array (MAT) algorithm121. The advantages of 
these programs over other software packages are that 
they can do multi-sample comparisons and can work 
with a small number of replicates.

The sequence tag analysis and reporting tool (START) 
is an automated software tool that can analyse ChIP–SAGE 
data from a variety of genomes122. START takes as input 
sequences of inserts from the SAGE library and returns 
information about the tags such as nearby genes, miRNAs 
and predicted transcription-factor binding sites.

At present, there are no automated software packages 
that will analyse ChIP–Seq data, although we anticipate 
that such packages will be developed in the near future. 
As high-throughput sequencing platforms push the lim-
its for the number of reads that can be produced in each 
run, a major bottle neck in data analysis will be aligning 
the sequenced reads to reference genomes while incor-
porating the individual base-call qualities (that is, the 
confidence in each sequenced base). The ELAND (effi-
cient large-scale alignment of nucleotide databases) pro-
gram that is distributed with the Solexa analysis pipeline 
is optimized to deal with read lengths of no more than  
32 bp that align to a reference genome with no more  
than two mismatches. If longer reads are desired, other 
alignment tools will need to be used. Alignment algo-
rithms that have been designed specifically for this pur-
pose are now being developed (see the RMAP website).

Once sequence files are generated, the genomic 
locations of reads can be viewed on a genome browser 
such as the UCSC genome browser123, allowing for the 
examination of sequence read locations in relation to 
other genomic features. As with other high-throughput 
techniques that are coupled with ChIP experiments, the 
key to identifying a reliable region of modification or 
protein binding from ChIP–Seq data is to find statis-
tically significant peaks of sequenced reads. The most 
important parameters in such analyses are the number of 
sequenced reads that are considered significant and the 
window size that the number of reads must fall within. 
As the ChIP–Seq reads correspond to the ends of the 
chromatin fragments, an adjustment to the positions 
where these reads align to a reference genome might 
be desirable to more accurately reflect the centre of the 
chromatin fragment. Determining what values of the 
read-count and window-size parameters are statisti-
cally significant can be accomplished by developing an 
expected background distribution, either with control 
experiments or statistical models17–20. Further analysis 
of the data will be project-specific and depend on the 
specific biological questions asked. A recently intro-
duced technique of first using microarrays to capture 
specific regions of the genome can be used to focus 
ChIP–Seq experiments on smaller regions of interest in 
the genome, and thereby reduce the number of reads 
that are necessary for coverage124.

Other factors that influence epigenomes
Three-dimensional chromatin architecture. Metazoan 
genomes do not function solely in the classic linear 
model in which regulatory factors regulate transcription 
by binding to target sites in proximity to a gene. Instead, 
long-range interactions among DNA regions spanning as 
much as 100kb and even across chromosomes have been 
detected and have been suggested to have crucial roles in 
regulating gene expression depending on the develop-
mental stages of particular cell types125,126. These interac-
tions are the result of the three-dimensional architecture 
of chromosomes within the nucleus and might contribute 
to epigenomic structure (for a recent review see Ref. 127). 
The main technologies that have been developed to 
study these interactions are fluorescence in situ hybridiza-
tion (FISH), and the chromosome conformation capture 
(3C) technique128 and its more high-throughput relatives 
chromosome conformation capture-on-chip (4C, also 
known as circular chromosome conformation capture) 
129,130 and chromosome conformation capture carbon 
copy (5C)131. The 3C technique involves crosslinking 
chromatin, using restriction enzymes to digest interact-
ing regions and then ligating the digested fragments. The 
frequency with which two restriction fragments become 
ligated indicates how often they interact in the nucleus128. 
High-throughput extensions of 3C, such as 4C, allow 
for the profiling of many interacting regions for a given 
locus129,130. The 5C technique combines standard 3C with 
multiplexed ligation-mediated amplification to create 5C 
libraries that are then hybridized to DNA microarrays, or 
sequenced using high-throughput sequencing, to identify 
many interacting chromosome regions in parallel131.
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Noncoding RNA. Studies in Schizosaccharomyces pombe 
have shown that small RNAs that function as interfering 
RNAs can target and maintain heterochromatin132,133 
(also, see Ref. 134 for a recent review). A recent study 
used ChIP–chip to map regions of heterochromatin 
and euchromatin as well as RNAi components and 
small interfering RNAs (siRNAs) across the S. pombe 
genome135. This study confirmed the interdependence 
of RNAi and heterochromatin on a genomic scale. 
Furthermore, recent studies in humans have shown 
that ncRNAs are involved in demarcating active and 
silent chromatin domains136.

Protein binding in relation to chromatin modifications. 
Several techniques discussed in this Review have been 
used to profile the chromatin occupancy of various 
chromatin or DNA-binding proteins (for a recent review 
see Ref. 137). The utility of ChIP–chip was originally 
demonstrated by identifying Gal4 and Ste12 binding 
sites in the yeast genome7. The extension of ChIP–chip 
to ChIP–Seq has recently been used to identify binding 
sites for REST (RE1-silencing transcription factor; also 
known as neuron restrictive silencer factor)18, STAT1 
(signal transducer and activator of transcription 1)19 and 
CTCF (CCCTC-binding factor)17, an insulator-binding 
protein, in the human genome.

Another technique — DNA adenine methyltrans-
ferase ID (DamID) — has also been used to identify 
DNA-binding sites on a genomic scale. In this tech-
nique, DNA-binding proteins are first fused to DNA 
adenine methyltransferase (Dam). When the protein 
of interest is expressed in a cell, Dam is targeted to the 
binding sites of this protein where it methylates local 
adenine bases. This local methylation can be detected 
to determine the binding sites of the protein of interest. 
DamID has been used to identify binding sites of HP1 
(heterochromatic protein 1) in the D. melanogaster 
genome138.

An epigenomic picture
Technical progress in genome-wide mapping 
approaches during the past few years has enabled the 
examination of various epigenetic phenomena at a glo-
bal level in various model organisms. Consequently, 
a comprehensive picture of epigenomes is emerging 
(FIG. 5). DNA is methylated throughout the genome 
except at functional regulatory regions, which include 
promoters and enhancers. Large heterochromatin 
domains are associated with widespread H3K9me2 and 
H3K9me3 signals as well as HP1 binding139. Conversely, 
euchromatic domains are associated with localized 
signals of H3K4me as well as H2A.Z and H3.3, occur-
ring mainly at functional regulatory regions such as 
promoters, enhancers and insulators. These functional 
regulatory elements are characterized by DNase I  
hypersensitivity, and active promoters are depleted 
of nucleosomes. The monomethylation of H2BK5, 
H3K9, H3K27 and H4K20 as well as H3K36me3 are 
associated with actively transcribed regions, whereas 
H3K27me3 is widespread across silent genes in  
euchromatic domains.
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Figure 5 | Characteristics of epigenomes. The interaction of DNA methylation, 
histone modification, nucleosome positioning and other factors such as small RNAs 
contribute to an overall epigenome that regulates gene expression and allows  
cells to remember their identity. Chromosomes are divided into accessible regions  
of euchromatin and poorly accessible regions of heterochromatin. Heterochromatic 
regions are marked with histone H3 lysine 9 di- and trimethylation (H3K9me2 and 
H3K9me3), which serve as a platform for HP1 (heterochromatic protein 1) binding. 
Small RNAs have been implicated in the maintenance of heterochromatin. DNA 
methylation is persistent throughout genomes, and is missing only in regions such as 
CpG islands, promoters and possibly enhancers. The H3K27me3 modification is 
present in broad domains that encompass inactive genes. Histone modifications 
including H3K4me3, H3K4me2, H3K4me1 as well as histone acetylation and histone 
variant H2A.Z mark the transcription start site regions of active genes. The 
monomethylations of H3K4, H3K9, H3K27, H4K20 and H2BK5 mark actively 
transcribed regions, peaking near the 5′ end of genes. The trimethylation of H3K36 
also marks actively transcribed regions, but peaks near the 3′ end of genes.
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Current data support the notion that DNA methylation, 
histone modifications, nucleosome location, ncRNAs, 
DNA-binding proteins and the three-dimensional  
organization of chromatin are not independent elements 
of functional epigenomes. Instead, they influence one 
another during the dynamic regulation of cellular differ-
entiation or under pathological conditions. For example, 
evidence exists for H3K9me associated with hetero-
chromatin-targeting DNA methylation in Neurospora 
crassa140. Moreover, the H3K27 methyltransferase EZH2 
has been shown to control DNA methylation through a 
direct physical interaction with a DNA methyltransferase  
in a human cell line141.

Perspectives
Whereas DNA microarray-based techniques, includ-
ing ChIP–chip, have provided valuable epigenomic 
information in various organisms, new protocols that 
utilize high-throughput sequencing techniques, such as 
ChIP–Seq, have shown even greater potential to unveil 
epigenomic features, particularly in the human genome. 
We anticipate that ChIP–Seq will find broad applications 
in genome-wide mapping of DNA methylation, histone 
modifications, nucleosome positioning, long-range 
chromatin interactions and other epigenetic processes.

Application of high-throughput protocols will 
undoubtedly reveal the contribution of epigenomes to nor-
mal development and pathological conditions. However, 
current protocols require hundreds of thousands or even 
millions of cells. In reality, often only a small number 
of cells of a particular tissue or from a developmental 
stage are available, and this is especially true of clinical 

samples. Therefore, the development of quantitative tech-
niques to analyse a small number of cells at a genomic 
scale will be necessary. Several laboratories have already 
succeeded in significantly reducing the cell numbers 
that are required for ChIP protocols using carrier chro-
matin142 or modified protocols143, and these techniques  
can potentially be applied to genome-wide procedures.

Although epigenomic data are being generated at an 
unprecedented and ever increasing speed, the develop-
ment of the computational tools that are required to 
integrate these data has lagged behind. Platforms, both 
web-based and stand-alone, will be needed to display 
and compare the mapping data of various epigenetic 
modifications across cell types, developmental stages and 
pathological conditions from different laboratories.

Genome-wide data about histone modifications as 
well as transcription-factor targeting sites have revealed 
numerous putative enhancer elements. However, as 
enhancers can function over long distance or even across 
different chromosomes, the promoters they regulate will 
not be unambiguously known without spatial proximity 
or direct interaction data. It is therefore important to 
develop techniques to analyse genome-wide enhancer–
promoter interactions in order to understand genome 
function and the mechanisms of gene regulation.

It is an exciting time to be involved in research into 
epigenetic phenomena. Novel technologies that have 
been introduced in the past few years have led to great 
progress in our understanding of epigenomes. There is 
still much to be learned and the use of genome-scale 
techniques will provide us with much more information 
in the coming years.
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